Differential impact of relevant and irrelevant dimension primes on rule-based and information-integration category learning
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1. Introduction

Categorization is ubiquitous in human thinking, and as such, has been extensively studied by psychologists interested in a wide-variety of processes from language to object recognition to reasoning and decision-making. Some early work on basic categorization focused on the presence of a single categorization system (Nosofsky & Johansen, 2000) while other work demonstrated the existence of multiple memory systems (Ashby & Ell, 2001; Ashby & Maddox, 2005; Ashby & O'Brien, 2005). Specifically, researchers argued that there was an explicit-hypothesis testing system that was recruited to process rule-based (RB) classification and another implicit-procedural-based system that was recruited to process information-integration (II) classification. RB classification tasks are constructed to involve rules for category membership that are verbalizable (Ashby, Alfonso-Reese, Turken, & Waldron, 1998). Because the classification rule is verbalizable, the optimal strategy is to test and discard rules until the correct rule is discovered and classification accuracy improves. For example, if short, shallow-oriented lines are in category A and all others are in category B then this classification task might be solved by first trying a rule on length, and ultimately discarding this rule for a rule that makes a decision on length and a decision on orientation and then combines these decisions to generate the correct categorization response. In contrast, II classification tasks involve the predecisional integration of information across dimensions (Ashby & Gott, 1988) and therefore the optimal classification rules are not verbalizable (Ashby et al., 1998). For example, a possible II task rule could require that participants place lines that are longer than they are steep into a category. In this case the participant would rely on the implicit-learning system to incrementally learn the association between the stimulus and the appropriate response.

There is a huge literature on the dissociations between RB and II classification learning (e.g., Ashby, Ell, & Waldron, 2003; Ashby, Maddox, & Bohil, 2002; Ashby, Queller, & Berretty, 1999; Maddox, Ashby, & Bohil, 2003; Maddox & Ing, 2005) and the different neurobiological systems that may be recruited for explicit hypothesis testing and implicit procedural-based learning (e.g., Filoteo, Maddox, Salmon, & Song, 2005; Filoteo et al., 2005; Maddox & Filoteo, 2001; Rao et al., 1997; Seger & Cinotta, 2002). Most relevant to the current studies is the literature that focuses specifically on the impact of working memory. RB classification is thought to recruit the explicit-hypothesis testing...
system and actively engage working memory to generate and apply candidate classification rules (Ashby et al., 1998). In contrast, II classification does not rely on working memory because learning occurs below the level of conscious awareness and is the result of stimulus–response association learning (Maddox, Ashby, Ing, & Pickering, 2004; Zeithamova & Maddox, 2007). Maddox et al. (2004) and Zeithamova and Maddox (2006, 2007) demonstrated that adding a verbal or visuospatial working memory load decreases RB but not II learning. In Maddox et al., participants viewed a classification stimulus, made a classification judgment, and received corrective feedback. Next, they completed a sequential verbal working memory task in which a digit memory set (set size 4) was presented and followed by a memory probe (i.e., “Was this item in the memory set?”). Zeithamova and Maddox (2007) adapted this working memory task by requiring that participants remember object locations instead of digits, which transformed the task from a verbal working memory task to a visuospatial task.

While tempting to assume that working memory loads will always show this dissociation between RB and II learning, there is an interesting set of predictions generated by the ComPetition between Verbal and Implicit Systems (COVIS) model (Ashby & Maddox, 2011; Ashby et al., 1998) argued to underlie RB and II learning. COVIS postulates that II tasks recruit visual cortical areas and the posterior caudate nucleus, while RB tasks use the prefrontal cortex, anterior caudate nucleus, and the anterior cingulate. It is believed that both the explicit and implicit systems are initially recruited to solve a classification problem (Ashby & Maddox, 2005; Zeithamova & Maddox, 2006). Each system generates a response and response selection is governed by the weight of the responses, determined by the past success of responses from that system. Moreover, participants are initially inclined to favor responses from the explicit system. Filoteo, Lauritzen, and Maddox (2010) tested the interesting prediction that adding a working memory task would engage working memory and make participants less likely to rely on rules which would also require working memory. This interference would result in participants disengaging from the explicit system, and allowing the implicit system to learn the classification task and operate without competition. Consistent with their prediction, they found that the working memory task impaired RB learning but improved II learning. This result is consistent with work by DeCaro, Thomas, and Beilock (2008) that examined the impact of working memory capacity. They found that individuals with a lower working memory capacity performed better on II learning tasks but worse on RB tasks relative to those with a higher working memory capacity.

All of the prior work examining working memory capacity has used traditional working memory dual tasks. Our studies ask a different question: Does the content of the verbal working memory store matter? Instead of relying on working memory tasks that are unrelated to the classification task, we used a method that allows us to directly compare content that is relevant and irrelevant to task performance. Our experiments are the first to consider the influence of dimension priming on the learning of RB and II category structures. In Experiment 1, we use a perceptual RB task, and in Experiment 2, we use a perceptual II task. For each task, participants viewed lines that varied in length, orientation, and position on the screen. A conjunctive RB rule (i.e., lines that are long and steep are in one category) could be used to perfectly classify the stimuli in Experiment 1, while in Experiment 2, an information-integration rule (i.e., lines that are longer than steep are in one category) could be used to perfectly classify the stimuli.

To examine the influence of dimension primes on each system, we varied the information available at the start of the experiment. Participants were told that a focus on the position, length, or orientation of the lines led to good performance in prior participants; control participants were told nothing. This simple manipulation allowed us to examine whether RB and II tasks would be differentially impacted when participants are told to focus on dimensions relevant or irrelevant to the classification rule.

Given the prior research on working memory, the predictions for Experiment 1 are fairly straightforward. We predicted that RB learning would benefit from a focus on relevant dimensions (i.e., length and orientation) but not from a focus on the irrelevant dimension (i.e., position). A focus on an irrelevant dimension is analogous to the prior work using unrelated working memory loads and therefore should hurt RB task performance. The participants should fill the verbal working memory store generating and testing rules that are not helpful to performance. In contrast, a focus on relevant task dimensions should help performance because the verbal store is being recruited for activities that directly benefit task performance.

There are two possible outcomes for Experiment 2 based on the prior literature. One possibility is that II learning will be unaffected by providing participants with a focus on relevant or irrelevant task dimensions. Simply, because II learning is thought to proceed without relying on working memory resources, the addition of content to working memory should not impact performance. This is consistent with several studies (Maddox et al., 2004; Zeithamova & Maddox, 2006, 2007) demonstrating that adding a verbal working memory load did not affect II learning. In contrast, the work by Filoteo et al. (2010) suggests that adding irrelevant content to working memory improves II learning and DeCaro et al. (2008) demonstrated that a larger working memory capacity resulted in worse II learning. If one assumes that individuals with a larger working memory capacity focused on content relevant to task performance, we should find a corresponding decrease in II performance when we ask participants to focus on relevant task dimensions. In contrast, consistent with Filoteo et al., asking participants to focus on the irrelevant task dimension of position would fill the verbal working memory store and allow for a disengagement of the explicit system, thereby permitting the II system to learn and generate the correct stimulus–response mappings that involve the task-relevant length and orientation dimensions. As such, we predicted that the opposite pattern would be true for II learning when compared to RB learning. II learning should benefit from a focus on an irrelevant dimension. This prediction is consistent with findings in Ashby and Crossley (2010) that using an RB explicit strategy may limit the use of the II system.

2. Experiment 1

2.1. Material and methods

2.1.1. Participants and design

One hundred forty-two undergraduate students at The College of New Jersey participated for course credit. Participants were randomly assigned to one of four dimension–prime conditions (Position, Length, Orientation, or Control) yielding a 4 Condition × 12 Block mixed-factorial design with Condition between participants and block within participants.

2.1.2. Materials

Dimensions were primed by manipulating the instructions participants read prior to completing the category learning task. All groups received basic instructions explaining the nature of the task (e.g., viewing lines that vary in length, orientation, or position) and the goal of the task (e.g., to learn how to correctly classify the stimuli into two categories). The Control group received no additional instructions. For the other three prime groups, participants received an additional hint to focus on a specific dimension. For example, for the Length group, participants were told that prior participants found that creating rules using the length of the line led to good task performance. Corresponding hints were presented to the Orientation and Position groups.

2.1.3. Stimuli and stimulus presentation

Participants viewed stimuli on a computer screen and were asked to classify a set of items into one of two categories. The stimuli to be categorized were lines that varied across items in their length, orientation,
However, there is an optimal decision bound for this task that, if used, will yield 100% accuracy on the task. This decision criterion requires a rule that takes into account both length and orientation. This rule is: If the length is long and the orientation is steep, then respond Category A; otherwise, respond Category B (see Fig. 1 for a graphical representation of this rule). In order for participants to perform well in the task, they need to abandon the use of unidimensional rules in favor of the more complex conjunctive one.

2.1.4. Procedure
Participants were tested in individual cubicles. Participants first read the basic task instructions and the hint (if in either the Length, Orientation, or Position group). Each participant completed 12 blocks of trials with 48 trials. For each trial, the stimulus was displayed until the participant responded “A” or “B”. After the response, the stimulus disappeared for 500 ms and then the participants received corrective feedback (Correct or Incorrect with the correct category identified). Following feedback, the screen turned black for 250 ms for the inter-trial-interval.

2.1.5. Results
First, we present analyses from our category learning task that uses proportion correct as the dependent variable. For all analyses, we use an alpha level of .05 to determine statistical significance and two-tailed p-values are reported unless otherwise noted. Our post hoc tests use Bonferroni corrections. Second, we present model-based analyses where we report the results of computational modeling to characterize the rules used by participants on a block-by-block basis. To foreshadow, these results are consistent with the proportion correct data and support the effectiveness of our dimension primes.

2.1.6. Task-based analyses
The data were analyzed using an Analysis of Variance (ANOVA) with Condition (Position, Length, Orientation, and Control) as a between-participants’ factor and Block (12) as a within-participants’ factor. The dependent measure was the proportion of correct responses in each block of trials. This analysis revealed that the accuracy of classification improved over time (main effect of Block, \(F(11,1518) = 26.85, p < .001\), with the exception of blocks 3 and 4 which were not significant and two-tailed p-values are reported unless otherwise noted. Our post hoc tests used Bonferroni corrections. For the first 4 blocks of trials, the data were analyzed using an ANOVA with Condition (Position, Length, Orientation, and Control) as a between-participants’ factor and Block (4) as a within-participants’ factor. The dependent measure was the proportion of correct responses in each block of trials. Participants improved over the first 4 blocks (a main effect of Block, \(F(3,414) = 41.81, p < .001\), partial \(\eta^2 = .23\)). In fact, post hoc tests revealed that all blocks were different from each other, all \(p < .001\), with the exception of blocks 3 and 4 which were not significantly different.

![Fig. 1. Stimulus space used in Experiment 1 with correct conjunctive rule on length and orientation dimensions represented.](image)

![Fig. 2. Example of stimulus display used in both experiments.](image)
different from each other, \( p = .143 \). There was neither a significant main effect of Condition, \( F(3,138) = 0.54, \ p = .658 \), partial \( \eta^2 = .01 \), nor a two-way interaction between Condition and Block, \( F(9,414) = 0.27, \ p = .265 \), partial \( \eta^2 = .03 \).

For the last 8 blocks, the data were analyzed using an ANOVA with Condition (Position, Length, Orientation, and Control) as a between-participants factor and Block (8) as a within-participants factor. Participants improved only slightly over the last 8 blocks (marginally significant main effect of Block, \( F(7,966) = 1.91, \ p = .065 \), partial \( \eta^2 = .01 \)). The Position group performed worse than the Length group and the Control group (main effect of Condition, \( F(3,138) = 3.01, \ p = .033 \), partial \( \eta^2 = .06 \)) with post hoc tests revealing that Position was reliably different from Length, \( p = .004 \), and marginally different from Control, \( p = .054 \) (Position (\( M = .81, SD = .07 \)); Length (\( M = .87, SD = .06 \)); Orientation (\( M = .84, SD = .12 \)); Control (\( M = .85, SD = .06 \))). Lastly, there was not a two-way interaction between Condition and Block, \( F(21,966) = 1.19, \ p = .252 \), partial \( \eta^2 = .03 \).

2.1.7. Model-based analyses

An advantage of using this classification task is that we have computational models that allow us to characterize participants’ responses on a block-by-block basis. Models allow us to determine the types of strategies used by participants during classification learning as multiple different strategies can yield the same accuracy rate. We predict that participants will start our task by generating data consistent with a rule that matches the hint they were provided. For the Control group, following Maddox et al. (2006), we hypothesize that participants will start with a simple unidimensional rule on position to classify the stimuli, as this has been demonstrated to be the most salient dimension. Moreover, because we are using a verbalizable rule-based task, we predict that those primed with Length or Orientation as beneficial will be more likely to have their data be consistent with the more complex and optimal conjunctive-rule on length and orientation by the end of the task.

To test this hypothesis, we fit a series of decision-bound models to the data for each participant for each block (Ashby & Maddox, 1993; Maddox & Ashby, 1993). The unidimensional model on position assumes that the participant used a criterion on position and put all of the lines to the left in one category and all of the lines to the right in the other category. The unidimensional model on orientation assumes that the participant’s criterion involved one response for shallow lines and another response for steep lines. The unidimensional model on length assumes one response for short lines and another response for long lines. Each of these unidimensional models uses two free parameters: one decision criterion and one noise parameter. The conjunctive model assumes that the participant used length and orientation. We fit two different conjunctive models. First, we fit an optimal model which assumes the participant used the optimal criterion on both length and orientation. This model only has one free noise parameter. Second, we fit a suboptimal model which assumes that the participant used criteria on both length and orientation but these criteria were not optimal. Therefore, this model has three free parameters: one for the length criterion, one for the orientation criterion, and one noise parameter.

The model parameters were estimated using maximum likelihood (Ashby, 1992). We found the best fitting model using: \( AIC = 2r – 2lnL \) (Akaike, 1974; Takane & Shibayama, 1992) where \( r \) is the number of parameters in the model and \( lnL \) is the log likelihood of the model given the data. This criterion allows us to assess the goodness-of-fit of models that differ in the number of free parameters, and select the model that provides the most parsimonious account of the data (i.e., the model with the smallest AIC value).

First, to assess the extent to which participant data initially corresponded to one of the rules identified in the hints, we considered the proportion of participants whose first block of trials was consistent with unidimensional rules on position, length, or orientation. As can be seen in Table 1, participants’ data in the Position and Control groups was consistent with early position rule use, while the length rule was most often consistent with participant data in the Length group and the orientation rule was most often consistent with participant data in the Orientation group.

Interestingly, many participants were fit by more complicated conjunctive rules even in the first block of trials. That said, these conjunctive rules still contained the dimension initially primed. For the Position group, 39% were best fit by a conjunctive model using position (length and position or orientation and position), and thus 78% of participants initially used a rule on position. For the Length group, 62% were best fit by a conjunctive model using length (length and position or length and orientation), and thus 84% of participants initially used length to create a rule. For the Orientation group, 21% was best fit by a model on orientation and position or orientation and length, and thus 63% initially relied on orientation. Lastly, for the Control, 54% were best fit by a conjunctive model.

Of importance to our initial hypothesis, we considered the discovery and use of only the optimal classification rule on length and orientation by participants across our 4 groups and across trials. First, we considered the proportion of participant data accounted for by the optimal classification rule. Averaging across all blocks, the optimal rule accounted for 88% of the responses for participants in the Length group, 86% of the responses for the Orientation group, 84% of the responses for the Control group, and 82% of the responses for the Position group. As with the accuracy data, this pattern is representative of the last 8 blocks of trials and is even more pronounced when only the last block is considered (90% for the Length group, 85% for the Orientation group, 86% for the Control group, 83% for the Position group). Second, using AIC fits, we analyzed which model was selected as the model best fitting participant data for each participant for each block of trials. As shown in Fig. 4, participants, initially primed with length and orientation, were most likely to have their data increasingly be consistent with the optimal or suboptimal rule on length and orientation. In contrast, participants primed with position were unlikely to find and use the correct strategy. Comparing the Position group to each of the
other groups using sign tests, the Position group was less likely to be fit by the optimal model (less on all 12 blocks of trials as compared to each of the other groups), all $p < .05$. Comparing the Control group to the Length and Orientation groups separately using sign tests, the control group was also less likely to be fit by the optimal model (less on 11 of 12 blocks), both $p < .05$.

2.2. Discussion

Participants learned to classify simple stimuli into two categories. The predetermined correct rule used length and orientation dimensions (i.e., lines that were both long and steep belonged to a category) and therefore the position dimension was irrelevant to the task. We hypothesized that in a rule-based classification task participants would benefit from receiving a focus on dimensions relevant to the classification rule and would not benefit from receiving a focus on the irrelevant dimension. Moreover, we anticipated that these effects would appear later in learning because the participant needs to test and discard unidimensional rules in favor of the correct conjunctive rule which will need to be fine-tuned over time to optimize performance. Our predictions were supported by the data. We did not find effects of prime early in learning, but did find effects later in learning; that is, participants in the Position group did not perform as well as the other groups. More-over, modeling shows that participants’ data reflected the optimal model most frequently for the Length and Orientation groups and least frequently for the Position group.

3. Experiment 2

Experiment 2 uses an information-integration category structure (e.g., Maddox & Ashby, 2004), and a classification task that requires that participants learn to classify lines into two categories. As shown in Fig. 5, the stimulus dimensions are the same as those in Experiment 1, but in this case a plane cuts the stimulus space on the diagonal creating a rule that is difficult to verbalize using length and orientation (e.g., a stimulus goes in a category because it is longer than it is steep). This rule is hard to verbalize because the dimensions are measured in different units. As demonstrated previously by Maddox et al. (2006), this structure requires that participants abandon the explicit rule-based system in favor of the implicit learning system to achieve a high level of performance.

In this experiment, we examine the implications of initially focusing participants on dimensions that are relevant or irrelevant to the classification rule. Unlike Experiment 1, we predict that a focus on length and orientation will be detrimental to performance. This prediction is consistent with the finding from DeCaro et al. (2008) that participants, likely using their larger working memory capacity to focus on task-relevant information, performed worse on an Ll classification task. Moreover, we predict that a focus on position will improve performance, which is consistent with Filoteo et al. (2010). Filoteo et al. demonstrated that creating a working memory load, which was irrelevant to task performance, improved Ll learning. Therefore, we predict the opposite pattern of data from Experiment 1.

3.1. Material and methods

3.1.1. Participants and design

One hundred eleven undergraduate students at the University of Texas at Austin participated for course credit. As in Experiment 1, participants were randomly assigned to one of four dimension-prime conditions (Position, Length, Orientation, or Control) yielding a 4 Condition $\times$ 12 Block mixed-factorial design with Condition between participants and block within participants.

3.1.2. Stimuli and stimulus presentation

Other than the change in stimuli to form categories consistent with an information-integration rule, stimuli selection and presentation were identical to Experiment 1. The accuracy of rules on the various dimensions was held constant across experiments.

3.1.3. Materials and procedure

The materials and procedure were identical to Experiment 1.

3.2. Results

As in Experiment 1, we first examine the proportion of correct responses and then present model-based analyses.

3.2.1. Task-based analyses

The data were analyzed using an ANOVA with Condition (Position, Length, Orientation, and Control) as a within-participants’ factor and Block (12) as a within-participants’ factor. The dependent measure was the proportion of correct responses in each block of trials. Participants improved over the course of the experiment (main effect of Block, $F(11,1177) = 29.48$, $p < .001$, partial $\eta^2 = .22$). Also, the Position group performed better than the Orientation group (marginally significant main effect of Condition, $F(3,107) = 2.57$, $p = .058$, partial $\eta^2 = .07$). Post hoc tests revealed that Position and Orientation were reliably different, $p = .007$ (Position ($M = .83$, $SD = .05$); Length ($M = .81$, $SD = .06$); Orientation ($M = .78$, $SD = .11$); Control ($M = .80$, $SD = .07$)). Lastly, as in Experiment 1, there was a two-way interaction between Condition and Block, $F(33,1177) = 1.74$, $p = .006$, partial $\eta^2 = .05$.  

![Fig. 5. Stimulus space used in Experiment 2 with optimal classifier on length and orientation represented.](image)
To examine this interaction consistent with Experiment 1, we examined the effect of Condition within every Block and then considered whether our effect occurred at different stages of learning. The Position group performed better than all other groups in Block 1, better than the Orientation group in Blocks 2 and 3, better than the Control and Length groups in Block 4, and better than the Orientation group in Block 6 (all \( p < .05 \) for main effects tests for Blocks 1, 2, 3, 4, and 6, and post hoc tests, except for main effect in Block 4, \( p = .186 \), and Position vs. Length post hoc in Block 4, \( p = .065 \)). Next, we examined learning stages and analyzed the first 4 blocks of trials and the last 8 blocks of trials separately. As in Experiment 1, our assumption that the first 4 blocks of trials represent early learning is nicely represented in the data as it is clear that the pattern shifts after the first 4 blocks (see Fig. 6).

For the first 4 blocks, the data were analyzed using an ANOVA with Condition (Position, Length, Orientation, and Control) as a between-participants’ factor and Block (4) as a within-participants’ factor. Participants improved over the first 4 blocks of trials (main effect of Block, \( F(3,321) = 44.90, p < .001, \) partial \( \eta^2 = .30 \)). In fact, post hoc tests revealed that all blocks were different from each other, all \( p < .01 \). There was also a significant main effect of Condition, \( F(3,107) = 5.66, p = .001, \) partial \( \eta^2 = .14 \). Post hoc tests revealed that the Position group performed reliably better than participants from all of the other conditions, all \( p < .02 \), and the differences between Orientation and Control (\( p = .084 \)) and Orientation and Length (\( p = .990 \)) were marginally significant (Position (\( M = .81, SD = .03 \)); Length (\( M = .76, SD = .08 \)); Orientation (\( M = .72, SD = .11 \)); Control (\( M = .76, SD = .08 \))). Lastly, there was a two-way interaction between Condition and Block, \( F(6,321) = 2.84, p = .003, \) partial \( \eta^2 = .07 \). To examine the interaction, the effect of Condition was considered within each block separately. In each case, the Position group had the best performance. There was a main effect of Condition in block 1 (\( F(3,107) = 8.26, p < .001, \) partial \( \eta^2 = .19 \)), block 2 (\( F(3,107) = 5.67, p = .001, \) partial \( \eta^2 = .14 \)), and a marginally significant main effect in block 3 (\( F(3,107) = 2.44, p = .068, \) partial \( \eta^2 = .04 \)).

For the last 8 blocks, the data were analyzed using an ANOVA with Condition (Position, Length, Orientation, and Control) as a between-participants’ factor and Block (8) as a within-participants’ factor. This analysis revealed a main effect of Block, \( F(7,749) = 2.94, p = .005, \) partial \( \eta^2 = .03 \). Post hoc tests revealed that block 5 was different from all other blocks, all \( p < .025 \), but that none of the other blocks were different from each other. There was not a significant main effect of Condition, \( F(3,107) = 1.06, p = .371, \) partial \( \eta^2 = .03 \). Lastly, there was not a two-way interaction between Condition and Block, \( F(21,749) = 0.84, p = .667, \) partial \( \eta^2 = .02 \).

### Table 2

<table>
<thead>
<tr>
<th>Condition</th>
<th>Position</th>
<th>Length</th>
<th>Orientation</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>Position</td>
<td>.27</td>
<td>.11</td>
<td>.00</td>
<td>.15</td>
</tr>
<tr>
<td>Length</td>
<td>.00</td>
<td>.04</td>
<td>.07</td>
<td>.07</td>
</tr>
<tr>
<td>Orientation</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
</tr>
</tbody>
</table>

#### 3.2.2. Model-based analyses

Again, as in Experiment 1, we considered the proportion of participants who had their first block of trials consistent with unidimensional rules on position, length, or orientation that corresponded to the rules provided in the hints to participants. As can be seen in Table 2, replicating Experiment 1, participants’ data in the Position and Control groups was consistent with early position rule use. Unlike Experiment 1, we did not find that participants’ data in the Length and Orientation groups was consistent with length or orientation rule use, respectively. In fact, very few or none of the participants’ data was best fit by these rules.

That said, if we examine the use of more complicated conjunctive rules in the first block of trials, for the Position group, 66% were best fit by a conjunctive model using position (length and position or orientation and position), and thus 93% of participants initially used a rule on position. For the Length group, 22% were best fit by a conjunctive model using length (length and position), and thus 26% of participants initially used length to create a rule. For the Orientation group, 59% was best fit by a model on orientation and position. Therefore, the overwhelming majority of Position participants and the majority of Orientation participants at least begin by using strategies consistent with the dimension suggested in their prime.

To further examine whether the task-performance data corresponded to the use of the optimal classification rule by participants, as in Experiment 1, we calculated the proportion of participants’ data best fit by the optimal classifier in each block of trials and analyzed which model was selected as the best fitting model using AIC fits. First, as can be seen in Fig. 7, averaging across participants, we find the same pattern as in the accuracy data. Averaging across the first 4 blocks, the optimal rule accounted for 81% of the responses for participants in the Length group, 75% of the responses for the Orientation group, 80% of the responses for the Control group, and 84% of the responses for the Position group.

![Fig. 6. Proportion correct in each block for participants in the Control, Position, Length, and Orientation-prime conditions in Experiment 2.](Image)

![Fig. 7. The average proportion of participants’ data best accounted for by the optimal model on length and orientation dimensions for the 4 experimental groups (Position, Length, Orientation, and Control) in Experiment 2.](Image)
Second, using AIC fits, we analyzed which model was selected as the correct classification rule but was not applying the rule with enough precision. Second, our hints to use specific dimensions are not as apparent in the modeling results for Experiment 2 as in Experiment 1, in that the length-primed group was less likely to initially use a rule on the length dimension. While suboptimal, this result is completely consistent with the accuracy data, such that the length-primed and control participants have similar accuracy patterns.

4. General discussion

In two experiments, we examined the impact of a working memory load on RB and II classification learning by varying the information available at the start of the task. Participants viewed lines that varied in length, orientation, and position on the screen and learned to classify them into two categories following an RB rule in Experiment 1 and an II rule in Experiment 2. We hypothesized that the RB and II tasks would be differentially affected by having participants focus on dimensions that were relevant (i.e., length and orientation) or irrelevant (i.e., position) to the task. Specifically, the RB task would benefit from a focus on the relevant dimensions, while the II task would benefit from a focus on the irrelevant dimension. Our data support these predictions.

There are two main limitations of the current work. First, in Experiment 1, our orientation-primed group performed very similarly to the control group. While it is not ideal that our orientation group did not perform better than the control, we do have evidence that the orientation-group data was better fit by the optimal classifier. This suggests that the orientation-primed group was better able to find the steps that improve RB and II learning. All of the prior work demonstrates that adding a working memory load that is irrelevant to the task hurts RB learning, and we further demonstrated that adding a relevant working memory load improves RB learning. For II learning, the past literature has been more mixed. Maddox et al. and Zeithamova and Maddox demonstrated that working memory load manipulations only affected RB learning, while Filoteo et al. and DeCaro et al. found that working memory impacted II learning. We believe that this difference was likely caused by differences in task difficulty — a suggestion proposed by Filoteo et al. — with more difficult tasks demonstrating the improvement in II learning. Future research should examine the interaction between working memory load and task difficulty.
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