Randomly sample image points from a large set of natural outdoor images and determine the responses of the L, M and S cones to each such image point. This gives a three dimensional probability distribution: \( p(L,M,S) \). This distribution is non-Gaussian with high correlations. However, \( p(\log L, \log M, \log S) \) is approximately Gaussian with high correlations. This distribution could be efficiently encoded by assigning the most bits to the 1st principle axis, the next most bits to the 2nd principle axis and the next most bits to the 3rd principle axis. These principle axes can be found using principle components analysis.
Principle components analysis (PCA). PCA can sometimes be useful for finding compact descriptions of data.
Ruderman principle components for cone receptor responses to rural (no man-made objects) natural images.
Distributions of the three principle components of the logarithms of the cone absorptions for natural images (dashed curves are Gaussian functions).
Wavelength tuning function of a neuron (M cell) in the LGN. DeValois (1965)
Wavelength tuning function of a neuron (P cell) in the LGN. DeValois (1965)
Wavelength tuning function of a neuron (P or K cell) in the LGN. DeValois (1965)
Opponent channels model of human color vision. This schematic illustrates what subjective percepts the channels supposedly represent.
Spectral sensitivities of the hypothesized color opponent mechanisms in the human visual system. These color opponent mechanisms (or ones very similar to these) are consistent with many aspects of human color vision performance.
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Psychophysical evidence for opponent processing model of color vision. Suppose a just detectable amount of red light produces the responses shown on the left for each color mechanism. Similarly a just detectable amount of blue-green light produces similar responses (but of opposite sign in the opponent channels). The prediction is that adding the just detectable red and green lights together should be undetectable because the responses in the red-green and yellow-blue mechanisms would be cancelled out. (The total response would be 0.3 which is less than the 0.4 produced by each light alone.) This kind of experiment (done by S. L. Guth) is very strong evidence for opponent processing. Other earlier evidence was obtained in hue cancellation experiments by Hurvich and Jameson (see text).
Psychophysical evidence for opponent color channels in humans. (S.L. Guth)
A big part of the illumination problem is that the light reaching the eye from an object is greatly affected by the spectrum of the light falling on the object. I will come back to this a little at the end, but first we need to discuss the basics of color vision.
The light reaching the eye is the product of the illumination and the reflectance of the material; it can also depend on the position of the eye.
Illumination Problem

(a) Percentage of light reflected

(b) Energy of light

(c) Relative amount of light

(d) Cone sensitivity

(e) Cone responses

A surface in the world reflects different percentages of different wavelengths.

Yellowish sunlight and bluish sky light are composed of different mixtures of wavelengths.

What reaches the eye is the surface reflection multiplied by the illuminant.

The result is seen by the three cones.

This produces two very different sets of three numbers from the same surface. How do we know what color that surface is?
A natural reflectance function (i) x a natural illuminant (ii) = a natural radiance function (iii).
Natural irradiance spectra for different conditions in a rainforest.

Regan et al. (2001)
Natural daylight spectra.
Natural reflectance spectra.
Natural reflectance spectra of fruits and leaves in a monkey’s natural habitat. Notice that wavelengths beyond 650-700 nm are not really relevant because they fall outside the range of L cone.
(C) Best fit of first principle component to natural reflectance spectra.

(B) Best fit of first two principle components to natural reflectance spectra.

(A) Best fit of first three principle components to natural reflectance spectra.

First three principle components for Krinov natural reflectance spectra.
Solving the color constancy problem involves (at least implicitly) recovering the reflectance of the surfaces and the illumination falling on the surfaces. There are several ideas about how the brain might accomplish this. They are based on assumptions about the properties of the environment. Generally, these have not been rigorously analyzed in natural scenes.
Maloney and Wandell (1986) analysis of the color constancy problem. The unknown parameters are the sigmas and the epsilons. They show that 4 photoreceptor types are sufficient under certain natural conditions to solve the constancy problem.
Ideal Bayesian Observer

Actual state of the world: $\omega$

Prior probability: $p(\omega)$

Stimulus/input: $s$

Encoded stimulus/input: $z = g_\omega(s)$

Posterior probability: $p(\omega|x)$

Likelihood function: $p(z|\omega)$

Cost-benefit function: $\gamma(r, \omega)$

Optimum response/decision/estimate: $r_{\omega} = \arg \max_r \left[ \sum_\omega \gamma(r, \omega) p(z|\omega) p(\omega) \right]$
Bayesian Illuminate/Reflectance Estimation

Possible vector of basis function components: $\omega$

Candidate vector of basis function components: $\hat{\omega}$

Vector of cone responses: $z$

Optimum estimate: $\hat{\omega}_{\text{opt}} = \max_{\omega} \left[ \sum_{\omega} \gamma(\hat{\omega}, \omega) p(z | \omega) p(\omega) \right]$
Possible cost functions. MMSE (minimum mean squared error), MAP (maximum a posteriori), MLM (maximum local mass). The first two are commonly used but can have bad effects in some situations. MMSE penalizes more strongly as the magnitude of the error increases. MAP penalizes all errors equally. MLM penalizes errors more strongly as the magnitude of the error increases, but once the error gets above a certain magnitude all errors are equally bad.
Distribution of weights for a linear model (from PCA) of the “Munsell” paper surface reflectance functions. The shape of the basis functions are not shown here, but are similar to those of the Krinov spectra shown earlier. This constitutes a statistical model of natural reflectance functions. As similar analysis can be done for natural illuminant functions to obtain a statistical model of natural illuminants. Combining these statistical models with a loss function can be used to generate a Bayesian estimate of the illuminant and surface reflectance functions.
Solid curve is actual illuminate of a simulated scene containing patches of natural surfaces. The individual dashed curves show the estimated function for individual scenes (with different randomly selected patches of natural surface). (a) MLM cost (utility) function. (d) MAP. (f) Maloney & Wandell subspace model. Note that if the illuminate is correctly estimated then the reflectance functions can be identified quite accurately.
MLM estimates for other illuminants.
Steve Shevell’s demonstration of the effect spatial interactions on perceived color. It is one of many demonstrations showing that color perception is affected by the spatial context color and form. These mechanisms probably play an important role in “color constancy,” the ability of humans to judge the reflectance of a material fairly accurately independent of the color of the illumination. Another mechanism that contributes to the solution to illumination problem is separate light adaptation in each type of photoreceptor (this is called von Kries adaptation).
One way to test what human understand about the spatial structure of images (e.g., surface structure) is to ask them to estimate the values of missing pixels.

**Interpolation of Occluded Points: Task**

- **true value** $z$

**Actual state of the world:** $\omega = z$

**Proximal stimulus:** $s = c$

**Response:** $r = \hat{z}$

**Utility function:** $\gamma(r, \omega)$

\[
\gamma(\hat{z}, z) = -\left(\hat{z} - z\right)^2 \quad \text{MMSE}
\]
Interpolation of Occluded Points: Encoded Posterior

Learn expected value of posterior

\[ E(\omega|c) = \sum_{\omega} \omega p(\omega|c) \]

Non-parametric: sample means (and variances)

Parametric: general linear model (GLM)

Trained on 10 billion image patches
Central block from representative test patches to compare with human performance.
Representative test patches to compare with human estimation performance.
Human estimates and optimal estimates based on local luminance image context.
Human estimates and optimal estimates based on local contrast image context. An optimal interpolation rule based on 10 billion natural image patches predicts quite well the specific errors humans make on a representative set of image patches. The implication is that this same level of accuracy would hold for any randomly selected image patches.
Demo of Pixel Interpolation
3x3 Ave