Merging the senses into a robust percept
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To perceive the external environment our brain uses multiple sources of sensory information derived from several different modalities, including vision, touch and audition. All these different sources of information have to be efficiently merged to form a coherent and robust percept. Here we highlight some of the mechanisms that underlie this merging of the senses in the brain. We show that, depending on the type of information, different combination and integration strategies are used and that prior knowledge is often required for interpreting the sensory signals.

The key to robust perception is the combination and integration of multiple sources of sensory information. This is because no information-processing system, neither technical nor biological, is powerful enough to ‘perceive and act’ accurately under all conditions. Evidence from a range of psychophysical methods is converging to shed light on how humans achieve robust perception through the combination and integration of information from multiple sensory modalities. This review describes evidence that humans combine information following two general strategies: The first is to maximize information delivered from the different sensory modalities (‘sensory combination’). The second strategy is to reduce the variance in the sensory estimate to increase its reliability (‘sensory integration’) (see also Box 1).

Sensory combination

With seemingly no effort, the human brain reconstructs the environment from the incoming stream of – often ambiguous – sensory information and generates unambiguous interpretations of the world. To do so many different sources of sensory information are constantly processed, analysed and combined. For example, we have all at some time sat on a train looking out the window at a neighbouring train. If the other train starts moving, there is an ambiguous situation: is it your or the other train that is moving? In either case the brain will come up with a unique – right or wrong – answer to this ambiguous situation. If the brain is wrong the illusory self-motion is noticed either when looking out of another window or when a different sensory modality such as the vestibular system disambiguates the situation. That is, the brain collects more and more information about the perceptual event and finally resolves the ambiguity.

Another illustration of such ‘disambiguation’ is shown in Figure 1. The bi-stable percept of the Necker Cube (Figure 1a) can easily be disambiguated by adding shadows or a small bar that introduces an occlusion cue (Figure 1b). There are plenty of other examples of disambiguation from within or across the modalities; some of these involve shadows, shape from shading, specularities, or other shape cues. Disambiguation is a way of sensory interaction that our brain uses to form a more robust perceptual estimate.

Perception is multisensory; if a single modality is not enough to come up with a robust estimate, information from several modalities can be combined. For example, Newell et al. showed that for object recognition different modalities complement each other with the effect of increasing the information content. They showed that both visual and haptic object recognition is dependent on the orientation of the object relative to the observer. The best view for recognizing an object visually is the side that corresponds to the learned view (usually the front). The side that is most accurately recognized by the haptic modality, however, is the side the fingers explore the most. Given natural exploration behaviour of hand-sized objects, this is most often the back. With this natural exploration behaviour the two modalities complement each other (‘sensory cooperation’), resulting in an increase of information gathered about the object’s shape. This naturally leads to a more robust estimate of the environmental property in question.

Using prior information

No single sensory signal can provide reliable information about the three-dimensional structure of the environment in all circumstances. This incompleteness might be resolved by collecting more and more information using different sources. But rather than delaying an uncertain decision, the brain at any given moment picks a single solution from all the possibilities. A decision is needed to interact with the environment – the main purpose served by the perceptual system. But how does the brain come up with a decision given the ill-posed problem of perception? To resolve ambiguities, the brain uses constraints in the way in which information is used and a knowledge base of previously acquired information (see Box 2). For example, consider the Necker Cube. The 2D pattern of light that the Necker Cube gives rise to on the retina could be caused by an infinite number of 3D structures in the world (Figure 1c). To solve the problem the visual system
computes the most likely 3D structure that created the 2D pattern, given previous experience with 3D objects. Shape priors like compactness and regularity can significantly reduce the interpretation space. Two interpretations of the Necker Cube are about equally likely, which is why we alternate between these two interpretations. However, the ‘best guess’ can also be wrong sometimes and can lead to interesting illusions [8].

Sensory integration

Often there is more than one sensory estimate available for perceiving some environmental property. For example, when judging an object's size both the visual and haptic modalities can provide information. But what is the perceived size of an object that is simultaneously seen and touched? Is it the one determined by the visual estimate, the one determined by the haptic estimate, or something in-between? Information from the different sensory modalities has to be integrated such that a coherent multisensory percept is formed. What is the mechanism underlying this integration and at what level is it performed?

Visual capture

Rock and Victor conducted a classic experiment in the 1960s that investigated the integration of visual and haptic information [9]. They asked subjects to report the perceived size of an object simultaneously seen and felt. Subjects looked at the object through a cylinder lens that made a square look like a rectangle and that so created a conflict between visual and haptic information. Whether subjects reported perceived size by drawing, visual matching or haptic matching, vision dominated the integrated percept. However, there was also always a small but consistent influence of touch on the integrated percept. This phenomenon of visual dominance was subsequently called ‘visual capture’.

Box 1. What is a cue? Combination versus integration

‘Cue combination’ is an expression often used to describe interactions between different sources of sensory information. The problem is that there is no precise definition of a ‘cue’ [51,52]. The cue concept is often dealt with as implicitly understood. For example, most people agree that cues to visual depth include perspective signals, disparity, shadows, shading, motion parallax and occlusion. And cues from touch and audition can also provide depth information (Figure I). However, because of the lack of a precise definition of a ‘cue’ there is the potential for confusion, especially when talking about cue combination and what rules to apply [4,41,53–55].

We will not claim to be able to provide a clear definition here. However, if we talk about a ‘cue’ we think of it as any sensory information that gives rise to a sensory estimate. Compared with the common understanding, this view omits the assumption that cues have to be somehow ‘independent modules’. For the purpose of this article, to get around the problem of definition of a ‘cue’ we have divided cue combination into two parts that we refer to as ‘sensory combination’ and ‘sensory integration’.

‘Sensory combination’ describes interactions between sensory signals that are not redundant. That is, they may be in different units, coordinate systems, or about complementary aspects of the same environmental property. Disambiguation and ‘cooperation’ are examples for two such interactions. Some of the interactions found within the sensory combination framework are in agreement with strong coupling (fusion) between sensory signals [54,56].

By contrast, ‘sensory integration’ describes interactions between redundant signals. That is, to be integrated, the sensory estimates must be in the same units, the same coordinates and about the same aspect of the environmental property (Figure I). The Maximum Likelihood Estimate (MLE) model described in the main text is in agreement with the modified weak fusion idea [41].

Figure 1. When knocking on wood at least three sensory estimates about the location (L) of the knocking event can be derived: visual (V), auditory (A) and proprioceptive (P). In order for these three location signals to be integrated they first have to be transformed into the same coordinates and units. For this, the visual and auditory signals have to be combined with the proprioceptive neck-muscle signals (N) to be transformed into body coordinates (for simplicity we ignore the eye-muscle signals). The process of sensory combination might be non-linear. When sensory combination results in multiple estimates about the same object or event this process is referred to as promotion [41]. At a later stage the three signals (L1, L2, L3) are then integrated to form a coherent percept of the location of the knocking event. Assuming the MLE model for integrating the signals this later stage should be linear.

The Necker Cube induces a bi-stable percept. (b) Disambiguation of the bi-stable Necker Cube percept by introducing an occlusion cue and a shadow. Here this fact is illustrated by the cast shadow on the tabletop, but the same projected images would be formed on the eye’s retina.
Box 2. Perception–action and Bayes’ theory

We perceive in order to act and our actions affect the percept of the environment. This action–perception loop is illustrated in Figure I. To allow interactions a reconstruction of the environment based on sensory data has to be formed in the brain. It is however impossible to reconstruct the environment ‘bottom-up’ from the sensory information alone. Prior knowledge is needed to interpret ambiguous sensory information. Bayesian inference provides a formal way to describe such interactions and enables one to model the uncertainty about the world by combining prior knowledge (that might be unconscious) with observational, sensory evidence (the likelihood function) to infer the most probable interpretation of the environment [57–59].

The Bayesian framework can be used to construct ‘ideal observer’ models as a standard for comparison with human performance. Bayes’ Rule says that the posterior probability $p(I|W)$ is proportional to the product of the likelihood function $p(W|I)$ and prior probability distribution $p(W)$: $p(W|I) < p(I|W) \times p(W)$. All the work in the modelling is in specifying the likelihood functions and priors.

The integration of sensory information is mostly described in this article as a bottom-up process. As such it can be modelled using likelihood functions only (thereby ignoring prior distributions or assuming that they are uniform over a wide range, disappearing at infinity). Hence, the integration model discussed is also referred to as Maximum Likelihood Estimation (MLE). We discuss how these models can be extended using prior knowledge. For example, we consider incorporating prior knowledge for disambiguation of sensory information.

In most studies discussed the decision process is assumed to be unbiased and ideal for the selected goal. For a complete analysis of the task in question, however, the decision-making process has to be considered in addition to the sensory-estimation process. Here, the goal for the task is defined using gain and loss functions [60]. Trommer-Shauser, Maloney and Landy [61] showed that statistical decision theory can be used to accurately explain pointing behaviour for different loss functions. Similarly, Triesch et al. [62] showed how the statistical reliability of the stimuli affects the decision process. That is, a complete model has to consider all three parts that make up Bayesian Decision theory; sensory estimation that includes prior knowledge together with the decision-making process (e.g. [58,63]).

![Figure I](image)

**Figure I.** The perception–action loop, incorporating a Bayesian framework. (See text for details.)

The visual modality does not always win in such crossmodal tasks. For example, Shams, Kamitani and Shimojo [10] presented subjects with a briefly flashed visual stimulus that was accompanied by one, two or more auditory beeps. There was a clear influence of the number of auditory beeps on the perceived number of visual flashes. That is, if there were two beeps subjects frequently reported seeing two flashes when only one was presented. Maintaining the terminology above, this effect may be called ‘auditory capture’.

The ‘Modality Precision’ or ‘Modality Appropriateness’ hypothesis by Welch and Warren [11] is often cited when trying to explain which modality dominates under what circumstances. These hypotheses state that discrepancies are always resolved in favour of the more precise or more appropriate modality. In spatial tasks, for example, the visual modality usually dominates, because it is the most precise at determining spatial information. For temporal judgments, however, such as that studied by Shams et al. [10] and others (e.g. [12]), the situation is reversed and audition, being the more appropriate modality, usually dominates over vision. However, the terminology used, ‘modality precision’ and ‘modality appropriateness’, is misleading because it is not the modality itself or the stimulus that dominates. Rather, the dominance is determined by the estimate and how reliably it can be derived within a specific modality from a given stimulus. Therefore, the term ‘estimate precision’ would probably be more appropriate.
**The Maximum Likelihood Estimation (MLE) model**

What would be the most efficient manner to integrate sources of sensory information? First, the goal of sensory estimation must be specified. If the goal is to come up with the most reliable (unbiased) estimate, then the variance of the final estimate should be reduced as much as possible. Every sensory signal is noisy and therefore so is the sensory estimate. That is, if the system made 10 consecutive estimates of exactly the same environmental property, all 10 answers would be slightly different. One cause for this might be the inherent noise in neural transmission (e.g. owing to spontaneous firing).

Given that the noise of individual estimates are independent and Gaussian (assumptions that make the modelling particularly easy), the estimate with the lowest variance is the Maximum Likelihood Estimate (MLE). Thus, the integrated estimate, \( \hat{s} \), is the weighted sum of the individual estimates (Eqn 1) with weights \( w_i \), proportional to their inverse variances \( \sigma_i^2 \) (Eqn 2) [13]. The index \( i \) refers to the different sensory signals. This estimation scheme is also known as a form of the Kalman filter [14,15].

\[
\hat{s} = \sum w_i \hat{s}_i \ \text{with} \ \sum w_i = 1 \quad \text{(Eqn 1)}
\]

\[
w_j = \frac{1/\sigma_j^2}{\sum_{i=1...N} 1/\sigma_i^2} \quad \text{(Eqn 2)}
\]

Depending on the situation, the sensory signal's quality can vary and the sensory estimate thus has different measurement reliability (noise). The estimate's weight should take into account the quality of information. If we define the reliability \( r \) as the inverse variance of the estimates:

\[
r_i = 1/\sigma_i^2. \quad \text{(Eqn 3)}
\]

then the reliability of the integrated estimate given the choice of weights from Eqn 2 is simply the sum of the reliabilities of the individual estimates.

\[
r = \sum r_i \quad \text{(Eqn 4)}
\]

By integrating sensory information in this 'optimal' way, the reliability of the integrated estimate is increased and yields the most reliable unbiased estimate possible (estimate with minimal variance). Even an unbiased non-linear model cannot reduce the variance more given the constraints stated above [16].

It is interesting to note that even if we did not choose optimal weights we could still benefit from integration. In such a situation the reliability of the integrated estimate would not be maximal. However, it might still be more reliable then the individual estimates [16].

There are several recent studies, reviewed below, showing that humans integrate information both within and across sensory modalities in just such an efficient way. That is, people use the linear weighting rule to integrate signals, where weights depend on the signal's reliability. **Weighting of sensory information**

Within the visual modality there are several studies, mostly dealing with depth perception, that confirm that human behaviour is consistent with the linear weighting model (Eqn 1). For example, Johnston, Cumming and Landy [17] found that people form a weighted average of motion and disparity signals when asked to report an object's shape. The same is true for texture and disparity signals to depth [18], for the visual perception of slant [19], for the judgment of texture-defined edges [20], and for the estimate of distance [21]. More importantly, Young et al. [18], among others, showed that the weights change in the predicted direction as signal reliability is manipulated. This demonstrates that multiple information sources are used for the associated judgments.

There is also weighting of sensory signals within the haptic modality (e.g. for force and position cues to shape [22,23]) or across the different modalities (e.g. for vision–audition [24], vision–haptic [9] or vision–proprioception [25]). For example van Beers, Sittig and van der Gon [25] investigated visual–proprioceptive integration for localization and found that vision is more precise for discriminations along the horizontal compared with depth discrimination. By contrast, proprioception is more reliable for discriminations along the direction parallel to the forearm (in depth) and worse for the horizontal. The prediction from these asymmetric reliability ellipses is that the MLE should lie on a curved path between the two visually and proprioceptively specified locations and not, as one might naively assume, on a straight path. In their report, van Beers et al. provide some evidence for this qualitative prediction.

All the above-mentioned studies considered only the weighting of sensory signals. However, the main purpose of sensory integration is to make the estimates more reliable [26]. That is, there should be an observable reduction in variance compared with the individual estimates (see Eqns 3,4). Moreover, the weighting measure alone does not reveal whether the integration of sensory information is optimal because such data are also consistent with a strategy in which an observer bases an answer on only one cue at a time but switches the response to a cue in proportion to its reliability [20,24]. When averaging the answers this 'cue-switching' strategy mimics the performance of cue weighting. Cue-switching, however, cannot improve performance relative to a single-cue task. On this basis, when investigating reliabilities, it is possible to discriminate cue-switching behaviour from sensory integration.

**Reducing variance by integrating signals**

Jacobs used a matching task to provide some evidence for variance reduction [27]. This study cannot be taken as definitive, however, because to make predictions for optimal integration behaviour using multiple information sources, the reliability of each individual signal has to be known. The problem in determining these reliabilities is that they are often not independent. In the Jacobs study the stimuli were computer-generated cylinders defined by texture and motion signals. It is impossible to measure directly the reliability for the motion signal in isolation.
from texture because there must be some moving texture elements in the stimulus to generate motion. Of course, such texture elements also provide some shape information. Jacobs and others (e.g. [28]) tried to minimize this problem by weakening the texture cue when assessing the ‘motion-alone’ reliability. However, it is difficult to determine how far this is possible.

Independent sensory signals are needed for investigating optimal MLE-like integration behaviour. The independence assumption is more likely to be true for integration of information across separate modalities than integration within a modality. To test for optimality, in the sense that the integrated unbiased estimate is most reliable, Ernst and Banks [29] investigated visual and haptic discrimination of object size using the set-up illustrated in Figure 2. They determined the reliabilities for discriminating sizes for each modality alone to make predictions for the weights and the integrated reliability in the crossmodal case. To show that weighting changes with the reliability of the signals, Ernst and Banks manipulated the reliability of the visual stimulus by adding noise to the display. Across conditions with different reliabilities the performance in the bimodal task was well predicted by the parameter-free MLE model. The weight changed from visual dominance when there was no noise added to the visual display (so visual information was very reliable) to haptic dominance when there was a lot of added noise (Figure 3). That is, behavior changed smoothly from ‘visual capture’ to ‘haptic capture’. The visual cue here is in agreement with Rock and Victor [9]; under normal conditions with no added noise, vision usually dominates size judgments. Considering the reliability, most benefit should be obtained when the estimates’ reliabilities are equal, a fact that was also experimentally confirmed [29]. As all conditions in this study were intermixed, such a reduction in variance is consistent with dynamic trial-by-trial adjustment of weights. This suggests that the nervous system has on-line access to sensory reliabilities.

Ernst and Banks added noise to the display to vary the cues reliabilities. This presents no problem provided that no bias is introduced by this manipulation; all that matters is that adding noise changes the reliability of the signal. Gepshtein and Banks [30] performed a more subtle manipulation to vary the signals’ reliability more naturally. They investigated the integration of estimated visual and haptic distance between two semitransparent plates rotated in depth. The haptic estimate’s reliability was essentially unchanged with different rotations of the plates in depth. However, the visual estimate was much more reliable when the plates were viewed edge on, in which case the judgment is an estimate of width, than when the plates were viewed through each other, in which case the estimate becomes a judgment in depth. In accordance with the MLE model, the visual modality is dominant in the first but not the second case, where the haptic modality dominates the percept. This study shows that the contextual conditions for stimulus presentation are taken into account when the brain integrates sensory information.

An example of optimal visual and auditory integration for localization is provided by Alais and Burr [31]. Their crossmodal data are in good agreement with the predicted weighting of signals and a reduction of the estimate’s variance. It is worth noting that the data for each individual subject were consistent with the prediction of optimal integration. Similar results were found for the integration of stereo and texture signals within vision [32].

Neural models for sensory integration

To integrate signals optimally, the observer has to know the variances of the estimates. There are two possibilities for acquiring this knowledge: either the variances are learned from past experience, or they are determined on-line during the perceptual judgment itself. The first possibility is rather unlikely, considering that there is an infinite number of possible presentation configurations and environmental conditions. Before being able to behave optimally the system would need experience with all these different situations, which requires learning time. Even though generalization or interpolation rules might exist, on-line determination of the estimates’ variances seems much more likely.

There are at least two plausible strategies for determining the variance on-line. The variance of a signal might be determined by looking across the fluctuation of responses to a signal, either over some period of time or across a population of independent neurons. Averaging over time is only quasi-online because there has to be a temporal integration window [33]. Therefore, looking across a whole population of neurons would seem to be the most appropriate approach.

As an example of how on-line determination of variances could be achieved using population codes,
consider a population of neurons sensitive to some object property, say its orientation. Each neuron has a different preferred orientation to which it is maximally tuned and responds less strongly to all other orientations. When stimulated with some orientation, the population activity will have a clearly defined peak marking that orientation and also some variance. For each relevant sensory signal there might be such a population of neurons, and multiplying two such population activities for two signals will result in an overall response that has the characteristics of the MLE integration model [29]. There are several recent developments trying to build realistic neural models for integrating information using population codes (e.g. [29,34–38]).

Beyond sensory integration

The benefit of integrating sources of sensory information is a reduction in the variance of estimates and hence a more reliable percept. However, there must be limits for optimality and conditions under which sensory integration is not the best strategy. In the following we review a few such limits and conditions.

Estimates with correlated noise distributions

One assumption often made when investigating sensory integration is that the noise distributions of the sensory estimates are independent. However, this assumption might not hold in many cases. Landy and Kojima [20], for example, investigated integration of two textural features for the localization of texture-defined edges. Many aspects of their data can be well described by the integration model. However, whether they actually observed optimal performance was somewhat ambiguous. When testing for optimality, Landy and Kojima assumed that the two edge estimates derived from the textural features could be treated as variables with uncorrelated noises. However, this is unlikely to be true because the sensory signals are probably largely processed by the same set of neurons, so that the neuronal noise should be at least partially the same for the two estimates [16]. Other noise sources might also have contributed to the correlation. It seems clear, however, that the potential for correlated noise is higher for the integration of signals within the same modality in comparison with crossmodal integration.

Oruç et al. [16] recently investigated the effect that correlated noise distributions have on sensory integration. For the most part, correlated noise will reduce the reliability of integrated estimates and will somewhat alter the weights. However, even with correlated noise, there is generally still a benefit from integrating information. Discrepant signals and the correspondence problem

It is not always possible to integrate sensory signals. For the signals to be integrated the brain has to know...
exactly which signals are derived from the same object or event. This is a form of correspondence problem (found also in the motion or stereo literature (e.g. [39,40]), which has to be solved before the signals can be integrated into a uniform percept. We do not know how such a correspondence between signals is established. Signals are most likely to be integrated if they occur simultaneously with no spatial discrepancy, and are not likely to be integrated if the spatial discrepancy is large or if the temporal sequence of events is not appropriate. That is, with large discrepancies robust behavior [41] might be observed in which a discrepant source is discounted or ‘vetoed’ [4,42] instead of being integrated. But what determines the integration limits?

To investigate optimal integration behaviour, Ernst and Banks [29] among others used a forced-choice discrimination paradigm and asked subjects to compare perceived sizes. Note that subjects are forced to report one number even if they perceive a conflict. If the decision process is optimal (Box 2) and takes the variance of the signals into account, performance would still be optimal and so it is impossible to determine the integration limits with such discrimination tasks. To get around this problem, Hillis et al. [43] used an oddity task to investigate how easily changes in the stimulus can be observed. By manipulating the individual signals independently, they found that it is harder to detect discrepancies for combinations of stereo and texture cues to surface slant, than it is for visual and haptic size cues. It is interesting to note that to solve the correspondence problem and to resolve conflicts via adaptation or recalibration, the system at some level has to retain access to the individual estimates. There are several examples in the literature of visual–haptic recalibration (e.g. [44–48]).

**Top-down influences and prior assumptions**

The MLE approach described above is entirely bottom-up. To incorporate top-down influences or prior assumptions, the model has to be extended. This extension is rather simple if the prior probability can be represented by an independent Gaussian distribution. In this case the prior is just another additional factor in the linear sum of the MLE model (Eqn 1), with a mean that corresponds to the peak of the Gaussian distribution and a weight that is inversely proportional to the squared width of this distribution [16].

Earlier, we demonstrated the use of prior knowledge for sensory combination – but when would using prior knowledge for integrating signals be sensible? The MLE model already accounts for the reliability (i.e. the noise) of the sensory data. However, in addition to having error from noise, sensory estimates can also be biased. This bias may be unstable, for example, because of fast adaptation processes that constantly react to small discrepancies. Such a bias uncertainty would not be reflected in the estimate’s noise distribution and therefore would not directly affect the estimate’s reliability. However, the brain could learn this bias uncertainty and use this knowledge to emphasize the more stable estimates.

Data from Ernst, Banks and Bülthoff [44] could be interpreted in this way. In their experiment, they investigated the integration of two visual cues to slant – texture and disparity. During a training phase, they introduced tactile feedback that was consistent with one of two visual signals; the other signal was randomly varied. After training, they found a change in perceived slant indicating that the haptically reinforced visual signal was more dominant. Other studies confirm these results [49,50]. From these studies it is impossible to distinguish whether the altered percept was actually due to a change in prior or weight because learning could be manifested either way.

**Conclusion**

In summary, good progress has been made in the past decade in understanding how the brain combines and integrates different sources of information by an interdisciplinary effort of researchers from neuroscience, cognitive science, computer vision, robotics and mathematics (see also Box 3).

We have discussed how the brain reduces the variance in the integrated estimate and increases the robustness of the percept by combining and integrating sources of sensory information from within and across modalities. We argue that to perform optimally the system has to have on-line access not only to the sensory estimate but also to its reliability.
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